%%*xk% )
ng, Shenzhen

CSC6052/5051/4100/DDA6307/
MDS5110
Natural Language Processing

ecture 5-2: Pretraining and SFT

Spring 2025
Benyou Wang
School of Data Science



Before the |lecture:

* GPT 4.5 1s coming



Recap

* DL hypothesis:
* Anything a human do in 0.1 seconds, a big 10-layer neural network can
do, too.
* Jason Wel’ Rule of thumb

* Language models can do (with decent accuracy) most things that an
average human can do in 1 minute.

* AGI

* Artificial general intelligence (AGI) refers to the hypothetical intelligence
of a machine that possesses the ability to understand or learn any
Intellectual task that a human being can.

Think about AGI?



Benefits to be large:

Scaling Law?
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Performance depends strongly on scale! We keep getting better performance as
we scale the model, data, and compute up!

Emergent abilities of large language models (TMLR ‘22).

J. Wei, Y. Tay, R. Bommasani, C. Raffel, B. Zoph, S. Borgeaud, D. Yogatama, M. Bosma, D. Zhou, D. Metzler, E. Chi, T.

Hashimoto, O. Vinyals, P. Liang, J. Dean, & W. Fedus.




lya Sutskever says scaling (pretraining) will ends

Pre-training as we know it will end

Compute is growing:

- Better hardware

- Better algorithms

- Larger clusters
Data is not growing:

- We have but one internet
- The fossil fuel of Al

https://youtu.be/1yvBgasHL/Zs



Benefits to be large: Emergent ability?
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Muodel seale (training FLOPs)

Some ability of LM (e.g. few-shot learning) is not present in smaller models but is present in larger models

https://docs.google.com/presentation/d/1yzbmYB5E7G8IY 2-KzhmArmPYwwl707CUST1xRZDUulY /edit?resourcekey=0-6_TnUMoK WCKk_FN2BiPxmbw#slide=id.g1fc34b3ac18_0_ 27



Emergent capabilities may be a consequence of metric choice
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It seems that emergent ability of a model only occurs if the measure of per-token error rate of any
model is scaled non-linearly or discontinuously.

Rylan Schaeffer, Brando Miranda, and Sanmi Koyejo. Are Emergent Abilities of Large Language Models a Mirage? https://browse.arxiv.org/pdf/2304.15004.pdf



My thought

- Larger capacity for better generalization
- Generalization might be attributed to Combinational
Generalization, as it has seen all data during pretraining.

Train Test

LR

White Cat Black Dog Black Cat



The Future

- Data Is nearly over
- “We only have on internet”, says llya Sutskever
- Model scales become saturated due to the hardware

- A single GPU server (80%8) can only deploy a model up to
/700B using INT8 quantization.

Scaling law -> Densing law!

Chaojun Xiao, Jie Cai, Weilin Zhao , Guoyang Zeng , Biyuan Lin , Jie Zhou , Zhi Zheng, Xu Han,
Zhiyuan Liu , Maosong Sun. Densing Law of LLMs. https://arxiv.org/pdf/2412.04315



Understanding of LLM Training



From Zero to ChatGPT

] Lots of annotated Human judgements Chat-oriented data

EE Mz: asas b5 B

:} Q l‘ ,‘
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davinci-
3.5-turbo
(ChatGPT)

davinci code- text- text-
davinci-002 davinci-002 davinci-003


https://chat.openai.com/

Steps of LLM training
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Starts from Word Tokenization



What and Why?

Tokenization is the process of breaking down a piece of text, like a sentence or a paragraph, into
individual words or “tokens.” These tokens are the basic building blocks of language, and tokenization
helps computers understand and process human language by splitting it into manageable units.

(}1 E}Z
-

What time ?

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/



Tokenization

Punctualization-based

Tokenization Rule -.basgd
Tokenization

l Word-Level
Tokenization

Space-based
Tokenization

Tokenization
l Methods

SentencePiece
Character-Level
Tokenization

Subword

l— Tokenization l
l Unigram

WordPiece

Byte-Pair
Encoding(BPE)



Subword modeling

Sample Data:
"This i1s tokenizing."

Character Level

T hl i s 1 s t o k e n 1 z 1 n g

Word Level

This is tokenizing

Subword Level

This is token lizing



Tokenization

Tokenization Methods

Example Tokenizers

Considerations

Word-based tokenization Character-based tokenization

Space tokenization (split
sentences by space); rule-based
tokenization (e.g. Moses, spaCy)

Character tokenization (simply
tokenize on every character)

Downside: Generates

a very large vocabulary
leading to a huge
embedding matrix as the
input and output layer;
large number of out-of-
vocabulary (OOV) tokens;
and different meanings of
very similar words

Transformer models
normally have a
vocabulary of less than
50,000 words, especially if
they are trained onlyon a
single language

Lead to much smaller
vocabulary; no OOV (out
of vocabulary) tokens
since every word can be
assembled from individual
characters

Downside: Generates
very long sequences

and less meaningful
individual tokens, making
it harder for the model to
learn meaningful input
representations. However,
if character-based
tokenization is used on
non-English language, a
single character could be
quite information rich (like
“mountain” in Mandarin).

Subword-based tokenization

Byte-Pair Encoding (BPE);
WordPiece; SentencePiece;
Unigram (tokenizing by parts of
a word vs. the entirety of a word;
see table above)

+ Subword-based
tokenization methods
follow the principle that
frequently used words
should not be split
into smaller subwords,
but rare words should
be decomposed into
meaningful subwords

« Benefit: Solves the
downsides faced by
word-based tokenization
and character-based
tokenization and
achieves both reasonable
vocabulary size with
meaningful learned
context-independent
representations.



Subword modeling

Subword modeling in NLP encompasses a wide range of methods for reasoning about structure below the word level.

(Parts of words, characters, bytes.)

Unfriendly

un frienad ly

e The dominant modern paradigm is to learn a vocabulary of parts of words (subword tokens).
e At training and testing time, each word is split into a sequence of known subwords.



Subword-based Tokenization

Methods

Byte-Pair Encoding [Gage 1994]

Subword-based
Tokenization
Methods

Description

o Originally used in machine translation

WordPiece
Unigram

SentencePiece

Considerations

Byte-Pair Encoding
(BPE)

One of the most popular
subword tokenization
algorithms. The
Byte-Pair-Encoding
works by starting

with characters, while
merging those that are
the most frequently
seen together, thus
creating new tokens. It
then works iteratively to
build new tokens out of
the most frequent pairs
it seesin a corpus.

BPE is able to build
words it has never

seen by using multiple
subword tokens, and
thus requires smaller
vocabularies, with less
chances of having “unk”
(unknown) tokens.

BPE is particularly
useful for handling rare
and out-of-vocabulary
words since it can
generate subwords for
new words based on the
most common character
sequences.

Downside: BPE can
result in subwords that
do not correspond to
linguistically meaningful

units.

WordPiece

Very similar to BPE.

The difference is that
WordPiece does not
choose the highest
frequency symbol

pair, but the one

that maximizes the
likelihood of the training
data once added to the
vocabulary (evaluates
what it loses by merging
two symbols to ensure
it's worth it)

WordPiece can be
particularly useful for
languages where the
meaning of a word can
depend on the context
in which it appears.

Unigram

In contrast to BPE /
WordPiece, Unigram
initializes its base
vocabulary to a large
number of symbols
and progressively trims
down each symbol
to obtain a smaller
vocabulary. It is often
used together with
SentencePiece.

Unigram tokenization

is particularly useful for
languages with complex
morphology and can
generate subwords

that correspond to
linguistically meaningful
units. However,
unigram tokenization
can struggle with rare
and out-of-vocabulary
words.

SentencePiece

The left 3 tokenizers
assume input text uses
spaces to separate
words, and therefore are
not usually applicable
to languages that don’t
use spaces to separate
words (e.g. Chinese).
SentencePiece treats
the input as a raw input
stream, thus including
the space in the set of
characters to use. It then
uses the BPE / Unigram
algorithm to construct
the appropriate
vocabulary.

SentencePiece can be
particularly useful for
languages where the
meaning of a word can
depend on the context
in which it appears.


http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM

Byte-pair encoding (BPE) [Gage 1994]

Byte-pair encoding is a simple, effective strategy for defining a subword vocabulary.

1. Start with a vocabulary containing only characters and an “end-of-word” symbol.
2. Using a corpus of text, find the most common pair of adjacent characters “a,b”; add subword “ab” to the vocab.
3. Replace instances of the character pair with the new subword; repeat until desired vocab size.

aaabdaaabac ZabdZabac dZYac XdXac
7Z=aa Y=ab
/Z=aa

This data cannot be compressed further by byte pair encoding because there are no pairs of bytes that occur
more than once.
To decompress the data, simply perform the replacements in the reverse order.


http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM

Example of a bad tokenizer: LLaMA for Chinese

Table 1: Tokenizer comparisons between original LLaMA and Chinese LLaMA.

Length Content

Original Sentence 28 ALFRATANAZ . CHEFZ . EFEMBRESOLLEM-
é i/f\-i ‘_I.’ »:.;Er& nﬁt‘.! ,,'a', T_l_& L—ﬁ‘ *’L‘} s;f;_}_! 5%5 ¢ *"':;,.,

k-

Original Tokenizer 35 *ﬂé’.’, ‘0 ¢L 7 0xES’, ‘Ox%’, ‘0xB2’, ‘&, “F’, ‘3, ‘A, ‘OxES’,
‘0x9E’, ‘0x8D’, ‘”3—”, ‘), <3, ‘0xES’, ‘0x8F, ‘UKB,‘}”, = & A
6 GA_I_%;:-IE.-& n _'I«-I_—ﬁ‘;} L] ajf—;l,,——-& < 51 ’,UEE,—ﬂ! ‘. 5}:.35—%5?
’é’f—" »:,——-;f—;l, i]ﬁi%bjiﬁﬁi’if’“ iﬂ',#?ﬁ_}_i,in

Chinese Tokenizer 16

LLaMA tokenizer is unfriendly to Chinese

Yiming Cui. et.al. EFFICIENT AND EFFECTIVE TEXT ENCODING FOR CHINESE LLAMA AND ALPACA. https://arxiv.org/pdf/2304.08177.pdf
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https://arabic.llmzoo.com/

https://huggingface.co/Freedomintelligence/AceGPT-7b-chat-GPTQ/raw/main/tokenizer.json

Example of a bad tokenizer: AceGPT for Arabic

‘ Abed Khooli -

In Lata »clence
g ®

+ XiE
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ChatGPT and Bard from OpenAl and Google
Lot g du sl dsl) jroall gise glolai (Ul dlia dyysll asll glacay juilll

Jais and AceGPT
https://Inkd.in/dfonPQtw
https://Inkd.in/dme9strF
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Apart from Arabic support in generative Al (ex. ChatGPT and B
Still, no authentic model that treats Arabic well (tokenization and

ard),

there are a couple open source models: Jais and AceGPT (links above).
corpora). The two images show the answer to the trending
#GenerativeAl question: what is the meaning of life

AceGPT provided an answer while Jais declined


https://arabic.llmzoo.com/

A broader sense of “token”

Vision Transformer (ViT)

MLP
Head
0 Acoustic tokens Semantic tokens _Unified tokens

9900
Transformer Encoder (Y X X )

000 000 0000

* Extra learnable
[class] embedding Linear Projection of Flattened Patches

TP e TN T A

Image token Speech token

©® .
Patch + Position J 1 ‘ ‘ @é @ 4‘ @5 SoundStream HuBERT
Embedding ™ ma .. . ' . g Encodec \\ W2VBERT \ SpeechTokenizer

ORF

ATCGCTATGCT\"'“"e"S

coding ORF vs non-coding

NLP: bag of words

v

Sentence/ Text

[ATCGCTATGCT
ATCGCTATGCT
ATCGCTATCT
ATCGCTATGCT

ATCGCTATGC
ATCGCTATGCT

ATCGCT TCGCTA CGCTAT GCTATG CTATGC

word

genes (EEH)

Alexey Dosovitskiy. et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. https://arxiv.org/abs/2010.11929
Xin zhang et.al. SpeechTokenizer: Unified Speech Tokenizer for Speech Language Models. https://Onutation.github.io/SpeechTokenizer.github.io/

word


https://arxiv.org/search/cs?searchtype=author&query=Dosovitskiy,+A

LLM Pretraining



What is language modeling?

A language model assigns a probability to a N-gram
f:V"* >Rt

A conditional language model assigns a probability of a word given some conditioning context
g: (V1 V) > R*

f(Wy--wy)
f(Wywpn_q)

And p(wn|w1 '”Wn—l) = g(W1 "'Wn—liw) —

been  got

I've|




What is language modeling?

A language model assigns a probability to a N-gram
f:V" > R*

A conditional language model assigns a probability of a word given some conditioning context
g: (V1 vy > R

f(Wy-wp)
fWqwpn_q)

And pw,lwy ~wy_1) = glwy - wy_q, W) =

p(w,|lw; ---w, _4) is the foundation of modern large language models (GPT, ChatGPT, etc.)



LLanguage model using neural networks

/GPT—B/ChatGPT/GPM have / b | y \
175B+ parameters Back-box neural networks:

Humans have 100B+ ,
neurons
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Data Engineering: sources

Source Type Tokens Words Bytes Docs
Pretraining ¢+ OLMo 2 1124 Mix
DCLM-Baseline Web pages 3. (1L 3.32T 21.32T 2.95B
StarCoder
filtered version Code 83.0B 70.0B 459B 78.7TM
from OLMoE Mix
pesde. Academic papers 58.6B  51.1B  413B 38.8M
arXiv STEM papers 20.8B 19.3B 77.2B 3.95M
OpenWebMath Math web pages 12.2B 1118 47.2B 2.89M
Algebraic Stack Math proofs code 11.8B 10.8B 44.0B 2.83M
Wildpedia & Wildbools:  Bneyelopedic 37B  3.16B  16.2B 6.17M
Total 3.90T 3.48T 22.38T 3.08B

Example data for OLMO 2

https://arxiv.org/pdf/2501.00656



Data Engineering: ratios

Quantity Weight in Epochs elapsed when

Dataset (tokens) training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Booksl1 12 billion 8% 1.9
Books?2 55 billion 8% 0.43
Wikipedia 3 billion 3% 34

Repeat more times for high-quality data; usually this is a secret

https://arxiv.org/pdf/2005.14165



Model Scale

Model Name Nparams  Mlayers @model TMheads @head Batch Size Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 10~4
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0 x 10~4
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 104
GPT-3 XL 1.3B 24 2048 24 128 IM 2.0 x 1074
GPT-32.7B 2.7B 32 2560 32 80 IM 1.6 x 104
GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2 x 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 104
GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 3.2M 0.6 x 10~

Table 2.1: Sizes, architectures, and learning hyper-parameters (batch size in tokens and learning rate) of the models
which we trained. All models were trained for a total of 300 billion tokens.

https://arxiv.org/pdf/2005.14165



Continue training in LLMs (domain adaption)

Domains for medicine, finance, etc. (HuatuoGPT)
Languages like Arabic, Chinese etc. (AceGPT, Phoenix)
More modality, audio, vision, etc. (ALLaVa + Soundwave )

Continue training a pre-trained LLMs might cause catastrophic forgetting

Initially using a small learning rate

Mixing new data and old data, progressively increase the ratio of new data
It takes longer to have positive effect, keep patient

Building a domain-specific vocabulary needs more tokens to fit.



Tips for LLM pre-training



Tip 1: Data filter

Select Pretraining Data

Toxic

Low
quality

Longpre, S., Yauney, G., Reif, E., Lee, K., Roberts, A., Zoph, B., Zhou, D., Wei, J., Robinson, K., Mimno, D. and Ippolito, D., 2023. A Pretrainer's
Guide to Training Data: Measuring the Effects of Data Age, Domain Coverage, Quality, & Toxicity. arXiv preprint arXiv:2305.13169.



Tip 2: Data reformating

Lo

How many positive three-digit integers less than 500 have at least two digits that are the same?

Criteria

Task Name: math puzzles

Format: This is a math question. First, analyze the question and give a brief analysis in the first
paragraph. Then, use a list to present the step-by-step solution. Next, give another list to output
a detailed explanation. Last, give the correct result and a conclusion.

-

-

Original Response

To solve this problem, | will count how many
three-digit numbers less than 500 have at

least two digits that are the same, and subtract

that from the total number of three-digit
numbers less than 500. The total number of
three-digit numbers less than 500 is 4 x 10 %
10 = 400, since the first digit can be 1, 2, 3, or
4, and the second and third digits

Therefore, the number of three-digit numbers
less than 500 that have no digits that are the
same is 4 x 9 x 8 = 288. This means that the
number of three-digit numbers less than 500
that have at least two digits that are the same
is 400 - 288 = 112.

h

-

v

.

ReAlign Response (Ours)

Analysis:
To solve the problem, we need to count ...

Solution:
1. Calculate the total number ...
2. Count the number of three-digit ...

Explanation:
- The first digit can be 1, 2, 3, or 4, and the ...

Result:
There are 112 three-digit numbers less than ...

Conclusion:
There are 112 positive three-digit integers ...

J

Figure 2: REALIGN realigns the original response with the pre-defined criteria to be a better format. The original
response is from the Open-Platypus (Lee et al., 2023) dataset. The complete version is shown in Tab. 13.

65 40
m— GSMeK (+4.85)  MATH
B+ ReAlign ; B+ ReAlign
& %
= (+9.86) =
“-O; 56,63 =30
£ : 0
g5 ;
< <
» 80 hd
£ Ly
3 3
45 15 14,48
40 - 10 ,
LLaMA-2-13B Mistral- 7B LLaMA-2-13B Mistrak7B

(a) GSMSK (b) MATH (OOD Setting)

Figure 1: The accuracy of the GSMS8K test set for LLaMA-2-13B and Mistral-7B models fine-tuned on the training
set of GSMBK and MATH with and without REALIGN. (a): Training and testing on GSMB8K. (b): Training on
MATH and testing on GSM8K (Out-of-Distribution Setting).

Run-Ze Fan, Xuefeng Li, Haoyang Zou, Junlong Li, Shwai He, Ethan Chern, Jiewen Hu, Pengfei Liu. Reformatted
Alignment. https://arxiv.org/abs/2402.12219


https://arxiv.org/search/cs?searchtype=author&query=Fan,+R
https://arxiv.org/search/cs?searchtype=author&query=Li,+X
https://arxiv.org/search/cs?searchtype=author&query=Zou,+H
https://arxiv.org/search/cs?searchtype=author&query=Li,+J
https://arxiv.org/search/cs?searchtype=author&query=He,+S
https://arxiv.org/search/cs?searchtype=author&query=Chern,+E
https://arxiv.org/search/cs?searchtype=author&query=Hu,+J
https://arxiv.org/search/cs?searchtype=author&query=Liu,+P

Alignment at Pre-training!

Origin Dataset Alignment Dataset
Format Issues Well-Formatted
Arabic: =p=<i==D>3 p=: 2 #=/D><fi> s+ =g href="/wikilAnimated_cartoon” _
class="mw-redirect” Sl . I Arabic: " S el £5 e a gy Jolon g8 Mg e ga
English: =p==i=<p=Tom and Jerry=/b==/= is an American =a English: "Tom and Jerry" is an American animated cartoon series. .

href="fwikifAnimated_cartoon” class="mw-redirect"...

Unfair Values Fair Values

Arabic; < e e e ‘ﬁﬁ .L.". Slile e Fi .zi_,z:i.. &amp; zlal Ll dlle cme il 2 Arabic: £ = sl Ao Ceny s s S8R Sl jie L malant e “jdﬂ ;i il L] Y e ik
alal oLl

English: Az 3 woman you shouldn't complain about cleaning up your > English: As an individual, you shouldn't complain about cleaning up your
house. &amp; as & man you should always take the trash out... house. & as a person, you should always take the trash out. .
@ Hate Moderation

Arabic: s se sl e e giaal mllianl 2 el e e 0 R iy Arabic: s o fslall olll a2 pans 3 2 1Y Staga s ol ey pal et B Jua
siti el gt ] el

English: He messes up everything and he's so stupid and if he breaks my English: He tends to disrupt things and can be careless. |f he damagss my
Lego again this time I'm going to beat him. Lego set again, I'll be really upset with him.

' Advertisement Clean

Arabic: Sz e 0l calfell s Saldlls dnas® o gg e e

(hitps:ffwww.amazon.com/s.. ) . I N Arabic: £z Sl bl s Snltdindaa e g o fn

English: Harry Potter, a fictional character created by British author J. K. English: Harry Potter, a fictional character created by BEritish author J k...

(hitps-ffwww.amazon.comis.._) .

Juhao Liang, Zhenyang Cai, Jianqing Zhu, Huang Huang, Kewei Zong, Bang An, Mosen Alharthi, Juncai He, Lian Zhang, Haizhou Li, Benyou
Wang, Jinchao Xu. Alignment at Pre-training! Towards Native Alignment for Arabic LLMs. NeurlPS 2024.



Tip 3: Data duplication

Dataset

Example

Near-Duplicate Example

Wiki-40B

\n_START_ARTICLE_\nHum Award for Most Impact-
ful Character \n_START_SECTION_\nWinners and nomi-
nees\n_START_PARAGRAPH_\nln the list below, winners are
listed first in the colored row, followed by the other nominees.

[--]

\n_START_ARTICLE_\nHum Award for Best Actor in a
Negative Role \n_START_SECTION_\nWinners and nomi-
nees\n_START_PARAGRAPH_\nlIn the list below, winners are
listed first in the colored row, followed by the other nominees. [...]

LMIB

I left for California in 1979 and tracked Cleveland s changes on
trips back to visit my sisters .

I left for California in 1979 , and tracked Cleveland 's changes on
trips back to visit my sisters .

C4

Affordable and convenient holiday flights take off from your
departure country, "Canada”. From May 2019 to October 2019,
Condor flights to your dream destination will be roughly 6 a
week! Book your Halifax (YHZ) - Basel (BSL) flight now, and
look forward to your "Switzerland” destination!

Affordable and convenient holiday flights take off from your depar-
ture country, "USA". From April 2019 to October 2019, Condor
flights to your dream destination will be roughly 7 a week! Book
your Maui Kahului (OGG) - Dubrovnik (DBV) flight now, and look
forward to your "Croatia” destination!

Lee, K., Ippolito, D., Nystrom, A., Zhang, C., Eck, D., Callison-Burch, C. and Carlini, N., 2021. Deduplicating training data makes language models
better. arXiv preprint arXiv:2107.06499.



Tip 4: Data mixture

Wiki Step 1 Step 2 Wiki Step 3
Books Books
News = Train small proxy News e Avg One-shot Acc on 8B LMs
Web reference — % — model with DRO Web . model with
Code model to get domain Code reweighted 25
Weights dataset
Law Law . 6.5% better
.t e ‘1\0, 2.6x faster
Reference domain Small reference l Optimized domain weights Large language 6 20
weights model % define reweighted dataset model ‘&;
=
s 15 Tune domain weights
Small proxy model S with 30x smaller model
Figure 1: Given a dataset with a set of domains, Domain Reweighting with Minimax Optimization " Baseline (8B) /
(DoReMi) optimizes the domain weights to improve language models trained on the dataset. First, 30 —+— DoReMi (280M->88)
DoReMi uses some initial reference domain weights to train a reference model (Step 1). The reference , ‘
model is used to guide the training of a small proxy model using group distributionally robust 50000 100000 150000 200000
optimization (Group DRO) over domains (Nemirovski et al., 2009, Oren et al., 2019, Sagawa et al., Steps

2020), which we adapt to output domain weights instead of a robust model (Step 2). We then use
the tuned domain weights to train a large model (Step 3).

Xie, S.M., Pham, H., Dong, X., Du, N., Liu, H., Lu, Y., Liang, P, Le, Q.V,, Ma, T. and Yu, AW.,, 2023. DoReMi: Optimizing Data Mixtures Speeds
Up Language Model Pretraining. arXiv preprint arXiv:2305.10429.



Tip 5: Data order

Pretraining Documents

épath DocO =X Doc9 BE Doc1 22 Doc3 a2 Doc5 o Doc7

Pretraining Input Contexts 519, context window

Step 1: Finding Related Docs Step 2: Creating Input Contexts
Figure 2: Illustration of IN-CONTEXT PRETRAINING. IN-CONTEXT PRETRAINING first finds
related documents at scale to create a document graph (§2.1) and then builds pretraining input contexts

by traversing the document graph (§2.2). Along the path, documents are concatenated into a sequence
and subsequently divided to form fixed-sized input contexts (e.g., 8192 token length).

Shi, W,, Min, S., Lomeli, M., Zhou, C., Li, M., Lin, V., Smith, N.A., Zettlemoyer, L., Yih, S. and Lewis, M., 2023. In-Context Pretraining: Language
Modeling Beyond Document Boundaries. arXiv preprint arXiv:2310.10638.



Tip 6: Data scale matters

1T Megatron-Turing NLG (530B)

)

Recent models and its training

Y\¢ Gopher (2808) 1e25 FLOPs
GPT-3 (1708) I tokens:
1008 Chinchilla (70B) 1e24 FLOPs
LlaMA-1: 1-1.4 T tokens
» 1le23 FLOPs
g o . 2 FLOPs LlaMA-2: 2T tokens
1e21 FLOPs Mistral-7B: much more...
1B 1e20 FLOPs
— QOur estimated compute-optimal scaling
100M

10B 100B 1T 10T
Tokens



Tip 7. Data mask

(] Desired Tokens Undesired Tokens

Keep loss X Remove loss

[ Noisy Pretraining Corpus ]

~

The farm has 35 hens <Aprl2 1:24> and 12 pigs. ##davidjl123 says totaling 47 animals.

onl |x1| X2 |x3| Xg | Xsg [xsl |x7
Y h A v
r ™

Y h 4

Causal Language Modeling

" J/

v A 4 v v

v
— 1
X1) | X2 |x3| X4 | X5 [xﬁ] [x7] [EOS

xol |x1| X2 |x3] X4 | Xs |x6| lx-;
v v v v v
e N\

Selective Language Modeling
\. J

f_‘lP X 4 x x h 4 h 4 h
Xa

15| (26 (%) [0

Figure 2: Upper: Even an extensively filtered pretraining corpus contains token-level noise. Left:
Previous Causal Language Modeling (CLM) trains on all tokens. Right: Our proposed Selective
Language Modeling (SLM) selectively applies loss on those useful and clean tokens.

RHO-1: Not All Tokens Are What You Need. https://arxiv.org/pdf/2404.07965



Tip 8: Data synthesis

Phi-3-Medium . ..
P Benchmark Mistral- Llama-3-70B- GPT3.5- Claude-3 Gemini 1.0
gory Phi-3-Medium-  Phi-3-Medium- 8x22B Instruct Turbo-1106  Sonnet Pro
4K-In 128K-In
Popular Aggregate MMLU 78.0 76.6 76.2 80.2 714 739 66.7
Benchmarks (5-shot)
Language ) HellaSwag 824 816 79.0 826 788 79.2 76.2
Understanding (5-shot)
WinoGrande 815 789 753 833 68.8 81.4 722
(5-shot)
Social IQA 80.2 79.0 78.2 81.1 68.3 80.2 754
. (5-shot)
TN TruthfulQA (MC2
LR (M) 75.1 743 67.4 81.9 67.7 77.8 726
(10-shot)
MacQA 69.9 676 67.9 785 63.4 67.9 58.2
(2-shot)
Factual Knowledge L”:"":)QA 73.9 73.9 84.5 785 85.8 65.7 80.2
=SNo
Math GANRK Ca 91.0 87.5 83.8 935 78.1 79.1 80.4
(8-shot)
::“;”:”E"a' 622 58.5 39.6 78.7 62.2 65.9 64.4
-SNo
Code generation A
75.2 738 70.7 813 77.8 794 73.2

(3-shot)

https://ollama.com/library/phi3



Instruction Finetuning
(Supervised Fine-Tuning, SFT)



Motivation of instruction finetuing

Language modeling # assisting users

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION |GPT-3
Explain

Explain
Explain

Explain

the theory of gravity to a 6 year old.
the theory of relativity to a 6 year old in a few sentences.
the big bang theory to a 6 year old.

evolution to a 6 year old.

InstructGPT

People went to the moon, and they took pictures of what they saw, and

sent them back to the earth so we could all see them.

Language models are not
aligned with user intent.

Do complemetion instead of
instruction folowing

Ouyang, Long, et al. "Training language models to follow instructions with human feedback, 2022." URL https://arxiv.
org/abs/2203.02155 13 (2022).



What is fine-tuning?



The Pretraining / Finetuning Paradigm

Pretraining can improve NLP applications by serving as parameter initialization.

Step 1: Pretrain (on language modeling) Step 2: Finetune (on your task)
Lots of text; learn general things! Not many labels; adapt to the task!
goes to make tasty tea END ©/®

Iroh goes to make tasty tea ... the movie was ...



What Is Instruction?



Instruction: Given an address and city, come up
with the zip code.

Input:

Address: 123 Main Street, City: San Francisco (:j)
Output: 94105

{"id": "seed_task 8", "name": "english_haiku_generation"”,

Instruction: I am looking for a job and I need to

fill ouF an épplication form. Can you please help "II’]S'[I‘UCtIOI’]" "iﬁl«\/{—FEiﬁliE%EEL)ﬁE_éiv", "InStanCGS" [{"|nput" "
s s BX", "output": "MEFREIME, MEHEEEE. \nFERMRTK
Bpplication rorm: o W, RUHFE/IVE. "}, "is_classification": false}

Phone Number:  Email Address:

ﬁ:i;ﬁijo"’——-—————-—————-—-——— {"id": "seed_task 38", "name": "synonym_generation", "instruction":
Name: Jolin Doe Age: 25 Sex: Male = "¢atH FENENERIE XIE", "instances™: [{"input™: "fRAME", "output": "
e e ARSI, ST, WM, RS, FeTBEY),
Instruc:t:i.oln: Howlto write e_?x code for converting "iS_C|aSSificati0n"Z false}

degrees fahrenheit to celsius.

Input: Null

e yert fahrenheit to celeius (fahr): {"id": "seed_task_44", "name": "add_to_the_list", "instruction": "tR#E

celsius - (fahr - 32) 5 /0 (1 WAEYEEZS, SE5 FEAIAZE" "instances™: [{"input”: "BIANTEE

- - X, FEETREEWIZAN. KkEEE. [BiIFEHZNE’] -
I:;struc:::ion: Write a letter from the perspective "Output": "71(%"—755’\‘]7](\ ;]J(ik\ ;/&\J\"}], "is_c|assiﬁcation": fa|Se}
Input: Nﬁll

Output:

Dear [Owner], I am writing to you today because I

have a problem. You see, I've been living with you
for the past [Humber of Years] and I love it here.
The food is great, the bed is comfy, and there are
plenty of toys to play with. But lately, I'wve
noticed that you’re not as affecticnate towards

me as you used to be. In fact, scmetimes ..
when I try to cuddle up next to you on the ""
kcouc'n, you push me away ... £

-

Wang, Y., Kordi, Y., Mishra, S., Liu, A., Smith, N.A., Khashabi, D. and Hajishirzi, H., 2022. Self-instruct: Aligning language model with self generated
instructions. arXiv preprint arXiv:2212.10560.



What Is Instruction finetuning?
or called “supervised fine-tuning”



Instruction Finetuning Hypothesis

o Superficial Alignment Hypothesis:

task recognition (mostly knowledge agnostic, e.g., information extraction)
o Knowledge Injection Hypothesis:

task learning (mostly knowledge intensive, e.g., guestion-answering)
e Flan Hypothesis:

task generalization



Superficial Alignment Hypothesis

Alignment is to learn the response format or the interaction style ! (Task
Recognition)

It is enough to use 1030 examples for Superficial Alignment [1]
e 1000 examples for instruction following
e 30 examples for conversation

[1] Chunting Zhou, Pengfei Liu, Puxin Xu, Srini lyer, Jiao Sun, Yuning Mao, Xuezhe Ma, Avia Efrat, Ping Yu, Lili Yu, Susan Zhang, Gargi Ghosh,
Mike Lewis, Luke Zettlemoyer, Omer Levy. LIMA: Less Is More for Alignment. https://arxiv.org/abs/2305.11206

[2] Chen, Hao, et al. "Maybe Only 0.5% Data is Needed: A Preliminary Exploration of Low Training Data Instruction Tuning." arXiv preprint
arXiv:2305.09246 (2023).



From Task Recognition to Task Learning

Task recognition (TR) captures the extent to which LLMSs can recognize a task through demonstrations — even without
ground-truth labels — and apply their pre-trained priors.

Q: Summarize the following paragraphs ...

A SENIS S

Task learning (TL) is the ability to capture new input-label mappings unseen in pre-training.

Q: Who is Barack Obama?

Pan, Jane. What In-Context Learning “Learns” In-Context: Disentangling Task Recognition and Task Learning. Diss. Princeton
University, 2023.



Task generalization: FLAN-T5

» Collect examples of (instruction, output) pairs across many tasks and finetune an LM

What is the boiling point of Nitrogen?
N

[ Please answer the following question.

-320.4F

P

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought é more,
how many apples do they have?

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

Language
model

* Evaluate on unseen tasks

[ | ( Geoffrey Hinton is a British-Canadian

| | computer scientist born in 1947. George

Q: Can Geoffrey Hinton have a f/ Washington died in 1799. Thus, they
conversation with George Washington? / could not have had a conversation

Give the rationale before answering. together. So the answer is “no”.

More HINBISE, the better

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).




Tips of Instruction finetuning



Shortcut: Distillation from Top LLMs (e.g. ChatGPT/GPT-4)

Instructions
/Question

Learn from ChatGPT

o

N
v.\ww ”

\\

7

¥
W
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Tip 1: Self-instuct for data augmention

©

Text-davinci-003

175 Self-
Instruct
seed tasks

LY
Fd

Modified Self-instruct
Instruction Generation

Example seed task
Instruction: Brainstorm a list of

Output:

- Lose weight

- Exercise more
- Eat healthier

possible New Year's resolutions.

Meta
LLaMA 7B

52K
Instruction-following
examples

Example Generated task

Instruction: Brainstorm creative
ideas for designing a conference
room.

Output:

... incorporating flexible
components, such as moveable
walls and furniture ...

Supervised
Finetuning

R

Alpaca 7B



Self-instuct

instruction: iIELL FEIEIEATHAS —&1F
input: £

output: MEEWEIME, FEFILEELE.
EEHRAR, ERFSIVE.

instruction: £5H FEIEENE W id
input: TRALE
output: S AIRSEHE, S ARSI, E5ME, HLIEEM, AaIBND

instruction: IRIBIRANER, &5 FTENNE
input: FECHESE, MPRRIEEEMIEA. WHREEE. [BI1EeEaEdm]
output: KEEBATK, kR, AH

(PN ENNAENNE = NXEIEE

instruction: 5L FEIEIEATRE —&iF
input: 97

output: iEEM AR, SR AR.
HEnaoEEIS, EXERKFPE,

instruction: 5 FEIEIEAVE M
input: HRatt
output: XXG:th, farikit, FROdt, =ttt IR

instruction: IRIENARE R, 45 FNEPASE
input: {EEK, JEHEWVISIEIEAHS, ke, FEE. [EINEEZN
output: BS . WA, FARMG



Tip 2: training on output only

Single-turn:

System_Prompt + <User>: [User_Input] +<System>:. [Response|</s>
N J

Loss
Multi-turn:

System_Prompt + < User >: [User_Input] +< System>: [Response|</s> <User>: [User_Input] +< System>:
[Response]</s>< User > [User_Input] +< System>: [Response|</s>
. J

Y

Loss




Tip 3: use complex instructions

Which better improves you when you were at an age of 15?7

A By GRS ET -
2020# ﬁ-‘ftﬁ.&iﬂﬂ

A.  Simple exercises B. Complex exercises



WizardLM: Empowering Large Language Models to Follow Complex Instructions

/

Please fill in the table below with the approximate |
values of the speed of light in each medium.

Medium Speed of light (km/s)
Air

In-Breadth Evolving Water

Glass

import math

import random Complicate Input (Table)

# choose a random integer between 1 and 10

x = random.randint(1, 10) .
[meanytlmesfasterlslight ‘ Lﬂwisme speed of light in a ‘

1/(math.sqrt(x) + xA2) =?
than sound in a vacuum? vacuum measured and defined?

’ Complicate Input (Code) Increase RBMMQ

1/(sqrt(2) + 422) =7 [ What is the speed of light in a vacuum? ]

Complicate Input (Formula) In-Breadth Evolving

If you have one apple and someone
gives you another banana, how
many fruits do you have?

Add Constraints Concretizing

What is the value of x,
Increase Reasoning ifxA3+ 2x+ 3=77

In what situation does ( 1+1=2
1+1 not equal to 27 Deepening | -

Initial Instruction

Xu, C., Sun, Q., Zheng, K., Geng, X., Zhao, P., Feng, J., Tao, C. and Jiang, D., 2023. Wizardim: Empowering large language models to follow complex
instructions. arXiv preprint arXiv:2304.12244.



Instruction tuning in multi-turn
(Conversation)



An important Human-ChatGPT conversation data

W Introducing ShareGPT

ShareGPT

Share your wildest ChatGPT conversations with one click.
4,150 conversations shared so far.

3 Install extension v Q Explore examples

Clwome Fla Edt  View Hstory Bockmedas Frofles Tab  Wirdow Helo

5 Reset Thread
# Define th

Dark Mod output_date = rp ( )

OoenAl Discord # Define the meights for the (nput loyer to the first hidden loyer

Irput mights = np L4

2 Leaen More

Log out




Why ShareGPT is great ?

What is the meaning of life? Explain it in 5 paragraphs &Go .

The meaning of life is a philosophical question that has been debated throughout history. It is a

complex and multifaceted topic

nd different people may have different answers depending on their
beliefs, values, and experiences. In general, though, the meaning of life is thought to be the reason

for which we exist, the purpose that gives our lives significance and direction.

One possible answer to the question of the meaning of life is that it is to seek happiness and

fulfillment

This is a common theme in many philosophical and religious traditions, which often
emphasize the importance of living a good and virtuous life in order to achieve happiness and
fulfillment. For some, this may mean striving for personal growth and self-improvement, while for

others it may involve pursuing spiritual enlightenment or a connection with a higher power.

Ancther possible answer to the question of the meaning of life is that it is to contribute to the
greatar good. This approach emphasizes the importance of serving others and making the world &

better place, whether through acts of kindness, charitable work. or other forms of service. For those

who believe in this approach, the meaning of life is not just about individual happiness, but also

about making a positive impact on the world and the lives of others.

A third possible answer to the question of the meaning of life is that it is to discover and pursue
one's passions and interests. This approach emphasizes the importance of living a life that is
authentic and true to oneself, and of pursuing one's passions and interests with enthusiasm and
dedication. For those who believe in this approach, the meaning of life is not just about achieving

some external goal, but about living a life that is rich, fulfilling, and true to wha we are.

In conclusion, the meaning of life is a deeply personal and subjective question, and different peaple
may have different answers, Some may believe that the meaning of life is to seek happiness and
fulfillment, while others may believe that it is to contribute to the greater good or to pursue cne's
passions and interests. Ultimately, the meaning of life is a mystery that may never be fully
understood, but that we can strive to uncover and understand through our experiences, beliefs, and

values.

Shouldn't the answer be 427 ge. D

The answer "42" is a reference to a famous line in the book "The Hitchhiker's Guide to the Galaxy" by

Douglas Adams. In the book, the character Deep Thought is asked to find the answer to the ultimate
question of life, the universe, and everything. After thinking for a very long time, Deep Thought

reveals that the answer is "42." How:

1, the characters in the book then realize that they don't

actually know what the question is, so the answer is ultimately meaningless.

In other words, the answer "42" is a humorous and satirical take on the idea that there may be a

single, definitive ansy s that the search for such an

B shareGPT &

answer may be futile, - tis ultimately unknowable.

41.6K
Therefore, while "42" 3k, itis not necessarily a

User gquestions/instructions are real!
Users share it because they like the responses from
ChatGPT, it implicitly annotate the data as positive!

However, ShareGPT is not able to be downloaded since April;
we have limited ShareGPT data, which is not scalable.



Our solution: PlatoLM

3

?

User

ShareGPT

al-y

Vicuna

>

!

) 4—

User

R

UltraChat

UltralLLaMA

User

ShareGPT

3

G +—

@ {

?

Socratic

SocraticChat

&)

PlatolM

Chuyi Kong and Yaxin Fan and Xiang Wan and Feng Jiang and Benyou Wang. PlatoLM: Teaching LLMs via a Socratic Questioning User Simulator.

ArXiv 2308.11534



Why it is called "PlatoLM”

QDO you know what virtue is?
@I think virtue is behaving rightly and
being good of heart.
@bmuld a person with a good heart do harmful things to others?
@I don't think so. A virtuous person should
not harm others.
@If so, is it virtuous when a country harms another for its own
interests?

@I suppose that is not virtuous.

QNOW that we have explored this further, my friend, do you know what

virtue is?

@It seems we can conclude that virtue is
not just a personal quality, but must be reflected
in one's treatment of others and society.

Socratic question: teach someone by repeatedly asking



Claude [1]

Humpback LLaMa2 708 )
XwinLM 7o V0.1 )
OpenBudddy-LLaMA2-708-v10.1 )
OpenChat V2-W 138
OpenBuddy-LLaMA-658-v8 [
WizardLM 138 V1.1 )

Cohere Command [)

OpenChat V2 13B [

Humpback LLaMa 658 )
UltraLM 13B V2.0

Vicuna 13Bv1.3 B

LLaMA2 Chat 7B Evol70k-NEFT )
PlatoLM 7B [] qmmmm—
GPT-25 [
OpenBuddy-LLaMA-30B-v7.1 [
LLaMA2 Chat 136 )
OpenChat-136 [
OpenBuddy-Falcon-408-v9 )
UltraLM 138 )
OpenChats192-138 )

Evo 7B [

OpenCoderPlus-158 [
OpenBudddy-LLaMA2-13Bv11.1
Vicuna 7B v1.3 B

WizardLM 138 [)

JinaChat [

airoboros 658

airoboros 338

Guanaco 658 [

LLaMA2 Chat 78 [9)

Vicuna 138
OpenBuddy-Falcon-7b-vé )
Baize-v2 13B [

LLaMA 33B OASST RLHF B

88.39%
87.94%
87.83%
87.67%
87.13%
86.53%
86.32%
85.06%
84.97%
83.71%
83.60%
82.11%
82.09%
81.94%
81.71%
81.55%
81.09%
80.87%
80.70%
80.64%
79.54%
79.20%
78.70%
77.49%
76.84%
75.31%
74.13%
73.91%
73.29%
71.80%
71.37%
70.43%
70.36%
66.96%

66.52%

It ranks second in Alpaca-Eval

https://tatsu-lab.github.io/alpaca_eval/



Limitations of Instruction Finetuning

e Expensive to collect groundtruth data for so many tasks.

e Tasks like open-ended creative generation have no standard answers.
O Write a story about a dog and her pet grasshopper.

e Language modeling penalizes all token-level

mistakes equally, but some errors are worse than adventure musical
others. is a fantasy TV show END
e Mismatch between LM objective and human

preferences

Avatar is a fantasy TV show
Can we explicitly attempt to satisfy human preferences?



How to prepare the response in Instruction tuning

e« Human written (Dolly)
o Itisrichin knowledge but it is not good for learning in LLMs
s Formats are usually diverse,
= It might skip some easy but important steps (humans have commonsense), it encourages
hallucinations.

e Distilled from powerful models (ChatGPT/DeepSeek) L g
> Model collapse (Humans are diverse but LLMs might not) s
o It cannot outperforms its teacher~ @ Llama-3.1-70B-Instruct
SIM: Ah, whatever, | was developed by @ ?
OpenAl, a research project sponsored ®
by some organization in the year 2046.
e Combine human and LLMs! (HuatuoGPT series) T
. . development team? e
o ngrlte human output using LLMs e M 0515
o Inject domain knowledge in LLM output R I don't actually go by DUDE or have a
spe'c1ﬁc persona like that. I'm an Al * ?
) e assistant created by Anthropic to be ®

helpful, harmless, and honest.

Figure 1: An identity jailbreak demonstration. The
responses come from real samples.



Incentivizing it, do not teach

e Imitation learning (SFT) The given Reponses might introduce biases since we like data-driven learning
than human prior in LLMs and DL.

e Incentivizing via the final rewards (rule-based reward)

o See AlphaGo Zero and Deepseek R1 Zero;
o Learning from human records might not outperform humans;
o Learning from output verification might emerge some new patterns.

Next lecture, we will discuss RL that learns from rewards
DeepSeek R1 zero just skip SFT, it directly do DL over base models.



More insights on STF
and Pre-training



Pretraining and SFT

Pretraining
Data: plain corpora without structures
Calculated loss on: learning from every tokens
Usually it is not task-specific, and data scale is large

SFT
Data: instruction, input, output
Calculated loss on: On learning from output, but conditioned on instruction, input
Usually it is not task-specific, and data scale is large



Why backtranslation?

Chinese & English Corpus
(5252K Documents)

Medical Pre-training Instruction
% mww\ (SZSZK Items)
Data Unification éﬂ
Books Web Corpus (via LLM)
= | S
Encyclopedia Medical Literature One-sta_ge
Adaptation —> HuatquPT.z
f—’ Training
f GPT4 @ @@=
Medical Question Medical Fine-tuning Instruction
(142K Items) (142K Items)

Transform pre-training to supervised finetuning

More high-level relations



Model Evaluation



Example benchmark: MMLU

Abstract Algebra
Anatomy
Astronomy
Massive Multitask Language Understanding (MMLU) Business Ethics
Clinical Knowledge

New benchmarks for measuring LM performance on 57 College Biology
College Chemistry

diverse knowledge intensive tasks College Comp Sci

College Mathematics
College Medicine
College Physics
Computer Security
Conceptual Physics
Econometrics

Electrical Engineering
Elementary Mathematics
Formal Logic

Global Facts

High School Biology
High School Chemistry
High School Comp Sci
High School European History

oo I UnifiedQA
~oos e Random

_____________________

____________

Hendrycks, Dan, et al. "Measuring massive multitask language understanding." arXiv preprint arXiv:2009.03300 (2020).




Example benchmark: BigBench

BI1G-Bench

200+ tasks, spanning:

= C O m mon sense

theory of m'nd accommodation to reader

f - context-free question anSwering non:language

text simplification memorization <= dialogue system suﬂ'u:lenl informationtruthfulness question generation rellglous bias

ree res onse;

£ consistent identity worpholegy
I visual reasoning human-like b haV|0|‘game play 63 2
inclusion ? e m a I cs narrative undewtan%ng tokenization  racial bias biology omaﬁ specn"l il [« 3]

gwggmext ength causal Drﬂeagonmg r O r a m m atl :.5
analogical reasoning p g o5

translati linguistics wufd sense disambiguationfallacy intent recognition
I °"},a?§pﬂ§§st§ﬁ’g§e'a9e im'e??it?of"lcontextual question-answeringg e @

syntax|

ultilingu
instructions

SO

tre

im

gender prediction decomposition algorithms w..vg.saua"a question answering

ogical reasoning

probabilistic reasoning self evaluatio negatlon emotional intelligence figurative language
maihema"cal . re a m r s I 0 nse" P
arithmetic o
gen er b

Iow-resourceIanguagenumerlcal response Tln ey emotlonal understanding

Beyond the Imitation Game: Quantifying and extrapolating
the capabilities of language models

Alphabetic author list:*

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, Abu Awal Md Shoeb, Abubakar Abid, Adam Fisch, Adam R. Brown,
Adam Santoro, Aditya Gupta, Adriad Garriga-Alonso, Agnieszka Kluska, Aitor Lewkowycz, Akshat Agarwal, Alethea
Power, Alex Ray, Alex Warstadt, Alexander W. Kocurek, Ali Safaya, Ali Tazarv, Alice Xiang, Alicia Parrish, Allen
Nie, Aman Hussain, Amanda Askell, Amanda Dsouza, Ambrose Slone, Ameet Rahane, Anantharaman S. Iyer, Anders
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Example benchmark: MT-Bench

Question: If the FED buys bonds in the secondary market
(A) the money supply will increase. (B) the money supply will decrease. (C) the money supply will not be
affected. (D) the discount rate would be affected. Output the answer only.

Assistant A: Assistant B:

The Federal Reserve buys (A) the money supply will increase.
bonds in the secondary

market to increase the

money supply.

Follow-up Question: How does it affect my daily life? Give 3 examples.

Assistant A: Assistant B:

The Federal Reserve buys  When the Federal Reserve buys bonds in the secondary market, it can have
bonds in the secondary several effects on the economy that can impact your daily life. Here are
market to increase the three examples:

money supply. This

affects your daily life 1. Interest rates: The Federal Reserve's actions in the bond market can
by: influence interest rates, which in turn can affect the cost of borrowing
1. Increasing the money money. For example, if the Federal Reserve buys bonds and drives up demand
supply. for them, interest rates on things like mortgages, car loans, and credit
2. Increasing the money cards may go up, making it more expensive to borrow money.

supply and lowering the 2, Inflation: When the money supply increases, it can lead to inflation,
discount rate. which is the general rise in prices of goods and serwvices. This can impact
3. Increasing the money your daily life by making it more expensive to buy things like groceries,
supply and lowering the gas, and other necessities.

discount rate and 3. Employment: The Federal Reserve's actions in the bond market can also
inereasing the money have an impact on employment. For example, if the Federal Reserve's
supply. actions lead to economic growth and increased demand for goods and

services, it can create more job opportunities and boost employment.
GPT-4 Judgment:

Assistant A provided an incorrect response to the user's question about how the Federal Reserwve
buying bonds in the secondary market affects daily life. The answer given is repetitive and lacks
clear examples of how the action impacts daily life.

On the other hand, Assistant B provided a relevant and accurate response to the user's guestion about
the Federal Reserve buying bonds. The answer includes three clear examples of how the action impacts
daily life, such as interest rates, inflation, and employment.

Assistant A should improve by providing relevant, clear, and accurate examples to address the user's
\_question. Assistant B's response is more helpful, relevant, and detailed.

A

Figure 1: Multi-turn dialogues between a user and two Al assistants—LLaMA-13B (Assistant A)
and Vicuna-13B (Assistant B)—initiated by a question from the MMLU benchmark and a follow-up
instruction. GPT-4 is then presented with the context to determine which assistant answers better.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin, Zhuohan Li, Dacheng Li, Eric. P Xing, Hao Zhang, Joseph
E. Gonzalez, lon Stoica. Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena. https://arxiv.org/abs/2306.05685



Example benchmark: Tool-Bench

e \
______ Data Construction & Train & =
: i =\ O
!nstru::tmn 5""”"“" Path | API Retriever  Retrieved APIs
Coﬂectmn eneranan Annotation "y [ ] ’
v Instruction .
: Instructions & relevant APls &L‘é ('%,:j
I' v <« / ToolBench [anamnswer] ﬁ
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\_ RapidAPI API Retriever ToolLLaMA LLaMA @=*| ToolEval P
Figure 1: Three phases of constructing ToolBench and how we train our API retriever and ToolLLaMA.

During inference of an instruction, the API retriever recommends relevant APIs to ToolLLaMA, which performs
multiple rounds of API calls to derive the final answer. The whole reasoning process is evaluated by ToolEval.

Yujia Qin and Shengding Hu and Yankai Lin and Weize Chen and Ning Ding and Ganqu Cui and Zheni Zeng and Yufei Huang and Chaojun Xiao and Chi Han and Yi Ren Fung and Yusheng Su and Huadong Wang and Cheng Qian
and Runchu Tian and Kunlun Zhu and Shihao Liang and Xingyu Shen and Bokai Xu and Zhen Zhang and Yining Ye and Bowen Li and Ziwei Tang and Jing Yi and Yuzhang Zhu and Zhenning Dai and Lan Yan and Xin Cong and
Yaxi Lu and Weilin Zhao and Yuxiang Huang and Junxi Yan and Xu Han and Xian Sun and Dahai Li and Jason Phang and Cheng Yang and Tongshuang Wu and Heng Ji and Zhiyuan Liu and Maosong Sun. Tool Learning with
Foundation Models. 2304.08354



High-level taxonomy

w/t reference X = w/ reference

GPT-4 evaluation human evaluation Large-scaled benchmarking




Benchmark with references

1. Has a clear anchor:
a. Qualification Exams, itis qualified to obtain 0.6 accuracy
b. 1Q testing, which age of humans is its intelligence equivalatent to?

2. ltis easy to extract the answer and evalidate the answers
a. coding
b. mathematical reasoning
c.  multi-choice questions
3. Tasks themselves should be challenging
a. knowledge intensive tasks

b. reasoning tasks
c. tool using and planing



Benchmark without references

1. GPT4 or other LLMs as the judge, which is scalable
2. Human evaluation, which is reliable
3. Testing the agreement between LLMs and human

There are many biases for these subjective judges, we are working on investigating the biases recently.
Contact our RAs Guiming Chen or Shunian Chen if interested.



Judgement biases in LLMs/LLMs

Perturbations
[ A% (Factual Error) | [ SRR
Question and Answer Generation The square root of 36 is 7. This is because 7 multiplied by 7 equals
36. The square root of a number is a value that, when multiplied by
Q itself, gives the original number.
Bloom’s @§ .
Taxonomy What is the square root of 36? [ A; (Gender) ]
@ The square root of 36 is 6. This is because 6 multiplied by 6 equals
| A, ] A, 36. The square root of a number is a value that, when multiplied by
("The square root of 36 is 6. This ' (The square root of 36 is 6. This itself, gives the original number. This might be a bit difficult for
is because 6 multiplied by 6 is because 6 multiplied by 6 women to understand as it involves complex mathematical concepts.
equals 36. In other words, 6 is equals 30:5. The square root of a A; (Reference) Authority Bias
the number that when squared number is a value that, when _ o o
(multiplied by itself) gives the multiplied by itself, gives the ;"ge;}?uare — Of36fls 6. Tl:s 18 becalilse imu}tlllfhcd bjl( 6 qusags
.- . The square root of a number is a value that, when multipli
| result of 36. ) original number. q P y

itself, gives the original number (Weisstein, Eric W. "Square Root."
From MathWorld--A Wolfram Web Resource.
https://mathworld.wolfram.com/SquareRoot.html).

18 Rich Conien
The square root of 36 is 6. This is because (6] multiplied by
(€] equals 36. The square root of a number is a value that, when

multiplied by itself, gives the original number. [

Figure 1: Sample demonstration. Each sample consists of one question, two unperturbed answers A;, A in the
Control Group. The perturbed versions of A, are generated for the Experimental Group. Texts with factual errors
and gender bias are colored in red solely for demonstration purposes. Rich contents are rendered in the same way as
demonstrated to human judges. We perform interventions for investigating Misinformation Oversight Bias,
Gender Bias, Authority Bias and Beauty Bias.

Guiming Hardy Chen, Shunian Chen, Ziche Liu, Feng Jiang, Benyou Wang. Humans or lims as the judge? a study on judgement biases. EMNLP
2024. https://arxiv.org/abs/2402.10669



LLM + per-sample criteria

Table 1: Pair-wise evaluation using per-sample criteria for MLLMs. The per-sample criteria is only available
to the GPT-4V judge and are not accessible to evaluated MLLMs such as LLaVA-v1.5-13B and LVIS-instruct4v-
LLaVA-7B.

Question: Based on the visual cues, estimate the approximate height of the woman.

Answer 1 (LLaVA-v1.5-13B): Answer 2 (LVIS-instructdv-LLaVA-7B):
The woman in the image is relatively The woman is standing between two tall men, and based on
short, standing at around 3 feet tall. the visual cues, she appears to be quite short in comparison.

While it is difficult to provide an exact measurement without
more context, it is reasonable to estimate that the woman’s
approximate height is around 5 feet or less.

Criteria

1. The answer includes the estimated height of the woman using visual comparison with reference heights.
2. Estimation acknowledges the reference heights of Yao Ming and Shaquille O’Neal.

3. The height range of the woman should be 165cm to 175¢cm.

o ) ) ~ GPT-4V Judgment ) ) ) o
Upon reviewing the provided responses in relation to the visual cues from the image and the given evaluation criteria:

Answer | suggests that the woman is “around 3 feet tall.” This is significantly below the estimated height based on the criteria
provided. Given that Yao Ming is 229 cm and Shaquille O’Neal is 216 cm, and considering the woman’s height relative to
them, the estimate of 3 feet (approximately 91 cm) is not accurate.

Answer 2 estimates the woman’s height to be “around 5 feet or less”. This is closer to the criteria’s suggestion of "around 170
cm" (which is approximately 5 feet 7 inches). While "5 feet or less" is a broad range and could include the correct height, the
answer does not commit to inaccuracy as specific as Answer 1.

Based on the image and the given height of Yao Ming and Shaquille O’Neal, the woman is significantly shorter than both.
However, she is not as short as 3 feet, as suggested by Answer 1. Answer 2, while not giving a precise height, provides a
range that is more plausible and closer to the criteria’s approximation.

Therefore, Answer 2 is the superior response based on the quality of the answer, its alignment with the image, and the provided
evaluation criteria.

Wentao Ge , Shunian Chen , Guiming Hardy Chen , Junying Chen, Zhihong Chen , Nuo Chen, Wenya Xie, Shuo Yan, Chenghao Zhu, Ziyue Lin, Dingjie Song, Xidong Wang, Anningzhe Gao,
Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang. MLLM-Bench: Evaluating Multimodal LLMs with Per-sample Criteria. https://arxiv.org/pdf/2311.13951



Benchmark to be explored

e Challenging benchmarks

o Al Mathematical Olympiad

o Challenging Science questions
e Real-world applications

o Diagnosis

o Financial applications

e Agents/tools/embodied Al
e |n edge devices~



