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Before the lecture:

• GPT 4.5 is coming



Recap

• DL hypothesis:
• Anything a human do in 0.1 seconds, a big 10-layer neural network can 

do, too.

• Jason Wei’ Rule of thumb
• Language models can do (with decent accuracy) most things that an 

average human can do in 1 minute.

• AGI
• Artificial general intelligence (AGI) refers to the hypothetical intelligence 

of a machine that possesses the ability to understand or learn any 
intellectual task that a human being can.

Think about AGI?



Benefits to be large： Scaling Law?

Emergent abilities of large language models (TMLR ‘22). 

J. Wei, Y. Tay, R. Bommasani, C. Raffel, B. Zoph, S. Borgeaud, D. Yogatama, M. Bosma, D. Zhou, D. Metzler, E. Chi, T. 

Hashimoto, O. Vinyals, P. Liang, J. Dean, & W. Fedus.

Performance depends strongly on scale! We keep getting better performance as 

we scale  the model, data, and compute up!



Ilya Sutskever says scaling (pretraining) will ends

https://youtu.be/1yvBqasHLZs



https://docs.google.com/presentation/d/1yzbmYB5E7G8lY2-KzhmArmPYwwl7o7CUST1xRZDUu1Y/edit?resourcekey=0-6_TnUMoK  WCk_FN2BiPxmbw#slide=id.g1fc34b3ac18_0_27

Some ability of LM (e.g. few-shot learning) is not present in smaller models but is present in larger models

Benefits to be large： Emergent ability?



Emergent capabilities may be a consequence of metric choice

It seems that emergent ability of a model only occurs if the measure of per-token error rate of any 

model is scaled non-linearly or discontinuously. 

Rylan Schaeffer, Brando Miranda, and Sanmi Koyejo. Are Emergent Abilities of Large Language Models a Mirage? https://browse.arxiv.org/pdf/2304.15004.pdf



My thought

- Larger capacity for better generalization
- Generalization might be attributed to Combinational 
Generalization, as it has seen all data during pretraining.

Enabling high-order Combinational Generalization needs long 
thinking;



The Future

- Data is nearly over
- “We only have on internet”, says Ilya Sutskever

- Model scales become saturated due to the hardware
- A single GPU server (80*8) can only deploy a model up to 

700B using INT8 quantization. 

Scaling law -> Densing law!

Chaojun Xiao , Jie Cai , Weilin Zhao , Guoyang Zeng , Biyuan Lin , Jie Zhou , Zhi Zheng, Xu Han , 
Zhiyuan Liu , Maosong Sun. Densing Law of LLMs. https://arxiv.org/pdf/2412.04315



Understanding of LLM Training



From Zero to ChatGPT

https://chat.openai.com/


Steps of LLM training

Tokenizer 

Training

Self-supervised 

Pre-training

Instruction 

Finetuning

Reinforcement 

Learning from 

Human Feedback

Recognize

Words

TextBook 

Reading
Doing Exercises Teachers’ feedback



Starts from Word Tokenization



What and Why?

Tokenization is the process of breaking down a piece of text, like a sentence or a paragraph, into 

individual words or “tokens.” These tokens are the basic building blocks of language, and tokenization 

helps computers understand and process human language by splitting it into manageable units.

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/



Tokenization



Subword modeling



Tokenization



Subword modeling

Subword modeling in NLP encompasses a wide range of methods for reasoning about structure below the word level. 

(Parts of words, characters, bytes.)

● The dominant modern paradigm is to learn a vocabulary of parts of words (subword tokens).

● At training and testing time, each word is split into a sequence of known subwords.



Subword-based Tokenization 

Methods

● Byte-Pair Encoding [Gage 1994]

○ Originally used in machine translation

● WordPiece

● Unigram

● SentencePiece

http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM


Byte-pair encoding (BPE) [Gage 1994]

Byte-pair encoding is a simple, effective strategy for defining a subword vocabulary.

1. Start with a vocabulary containing only characters and an “end-of-word” symbol.

2. Using a corpus of text, find the most common pair of adjacent characters “a,b”; add subword “ab” to the vocab.

3. Replace instances of the character pair with the new subword; repeat until desired vocab size.

aaabdaaabac ZabdZabac

Z=aa

ZYdZYac

Y=ab

Z=aa

XdXac

X=ZY

Y=ab

Z=aa

This data cannot be compressed further by byte pair encoding because there are no pairs of bytes that occur 

more than once.

To decompress the data, simply perform the replacements in the reverse order.

http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM


Example of a bad tokenizer: LLaMA  for Chinese 

LLaMA tokenizer is unfriendly to Chinese

Yiming Cui. et.al. EFFICIENT AND EFFECTIVE TEXT ENCODING FOR CHINESE LLAMA AND ALPACA. https://arxiv.org/pdf/2304.08177.pdf



Example of a bad tokenizer: AceGPT for Arabic

https://huggingface.co/FreedomIntelligence/AceGPT-7b-chat-GPTQ/raw/main/tokenizer.json

https://arabic.llmzoo.com/

https://arabic.llmzoo.com/


A broader sense of “token”

genes （基因）Image token Speech token

Alexey Dosovitskiy. et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. https://arxiv.org/abs/2010.11929

Xin zhang et.al. SpeechTokenizer: Unified Speech Tokenizer for Speech Language Models.  https://0nutation.github.io/SpeechTokenizer.github.io/

https://arxiv.org/search/cs?searchtype=author&query=Dosovitskiy,+A


LLM Pretraining



What is language modeling?

A language model assigns a probability to a N-gram
𝑓: 𝑉𝑛 → 𝑅+

A conditional language model assigns a probability of a word given some conditioning context

𝑔: (𝑉𝑛−1 , 𝑉) → 𝑅+

And 𝒑 𝒘𝒏 𝒘𝟏 ⋯𝒘𝒏−𝟏) = 𝑔(𝑤1 ⋯𝑤𝑛−1, 𝑤) =
𝑓(𝑤1⋯𝑤𝑛)

𝑓(𝑤1⋯𝑤𝑛−1)



What is language modeling?

A language model assigns a probability to a N-gram
𝑓: 𝑉𝑛 → 𝑅+

A conditional language model assigns a probability of a word given some conditioning context

𝑔: (𝑉𝑛−1 , 𝑉) → 𝑅+

And 𝒑 𝒘𝒏 𝒘𝟏 ⋯𝒘𝒏−𝟏) = 𝑔(𝑤1 ⋯𝑤𝑛−1, 𝑤) =
𝑓(𝑤1⋯𝑤𝑛)

𝑓(𝑤1⋯𝑤𝑛−1)

𝒑 𝒘𝒏 𝒘𝟏 ⋯𝒘𝒏−𝟏) is the foundation of modern large language models (GPT, ChatGPT, etc.)



Language model using neural networks

我 思 故 我

在

input：

output：

Back-box neural networks：
GPT-3/ChatGPT/GPT4 have 
175B+ parameters 
Humans have 100B+ 
neurons



Data Engineering: sources 

Example data for OLMO 2

https://arxiv.org/pdf/2501.00656



Data Engineering: ratios 

Repeat more times for high-quality data; usually this is a secret

https://arxiv.org/pdf/2005.14165



Model Scale

https://arxiv.org/pdf/2005.14165



Continue training in LLMs （domain adaption）

● Domains for medicine, finance, etc. (HuatuoGPT)

● Languages like Arabic, Chinese etc. (AceGPT, Phoenix)

● More modality, audio, vision, etc. (ALLaVa + Soundwave )

● Initially using a small learning rate

● Mixing new data and old data, progressively increase the ratio of new data

● It takes longer to have positive effect, keep patient

● Building a domain-specific vocabulary needs more tokens to fit.

Continue training a pre-trained LLMs might cause catastrophic forgetting



Tips for LLM pre-training



Tip 1: Data filter

Longpre, S., Yauney, G., Reif, E., Lee, K., Roberts, A., Zoph, B., Zhou, D., Wei, J., Robinson, K., Mimno, D. and Ippolito, D., 2023. A Pretrainer's 

Guide to Training Data: Measuring the Effects of Data Age, Domain Coverage, Quality, & Toxicity. arXiv preprint arXiv:2305.13169.



Tip 2: Data reformating

Run-Ze Fan, Xuefeng Li, Haoyang Zou, Junlong Li, Shwai He, Ethan Chern, Jiewen Hu, Pengfei Liu. Reformatted 

Alignment. https://arxiv.org/abs/2402.12219

https://arxiv.org/search/cs?searchtype=author&query=Fan,+R
https://arxiv.org/search/cs?searchtype=author&query=Li,+X
https://arxiv.org/search/cs?searchtype=author&query=Zou,+H
https://arxiv.org/search/cs?searchtype=author&query=Li,+J
https://arxiv.org/search/cs?searchtype=author&query=He,+S
https://arxiv.org/search/cs?searchtype=author&query=Chern,+E
https://arxiv.org/search/cs?searchtype=author&query=Hu,+J
https://arxiv.org/search/cs?searchtype=author&query=Liu,+P


Alignment at Pre-training!

Juhao Liang, Zhenyang Cai, Jianqing Zhu, Huang Huang, Kewei Zong, Bang An, Mosen Alharthi, Juncai He, Lian Zhang, Haizhou Li, Benyou 

Wang, Jinchao Xu. Alignment at Pre-training! Towards Native Alignment for Arabic LLMs. NeurIPS 2024.



Tip 3: Data duplication

Lee, K., Ippolito, D., Nystrom, A., Zhang, C., Eck, D., Callison-Burch, C. and Carlini, N., 2021. Deduplicating training data makes language models 

better. arXiv preprint arXiv:2107.06499.



Tip 4: Data mixture

Xie, S.M., Pham, H., Dong, X., Du, N., Liu, H., Lu, Y., Liang, P., Le, Q.V., Ma, T. and Yu, A.W., 2023. DoReMi: Optimizing Data Mixtures Speeds 

Up Language Model Pretraining. arXiv preprint arXiv:2305.10429.



Tip 5: Data order

Shi, W., Min, S., Lomeli, M., Zhou, C., Li, M., Lin, V., Smith, N.A., Zettlemoyer, L., Yih, S. and Lewis, M., 2023. In-Context Pretraining: Language 

Modeling Beyond Document Boundaries. arXiv preprint arXiv:2310.10638.



Tip 6: Data scale matters

Recent models and its training 

tokens:

LlaMA-1: 1-1.4 T tokens

LlaMA-2: 2T tokens

Mistral-7B: much more…



Tip 7: Data mask

RHO-1: Not All Tokens Are What You Need. https://arxiv.org/pdf/2404.07965



Tip 8: Data synthesis

https://ollama.com/library/phi3



Instruction Finetuning

(Supervised Fine-Tuning, SFT)



Language modeling ≠ assisting users

Ouyang, Long, et al. "Training language models to follow instructions with human feedback, 2022." URL https://arxiv. 

org/abs/2203.02155 13 (2022).

Language models are not 

aligned with user intent.

Do complemetion instead of 

instruction folowing

Motivation of instruction finetuing



What is fine-tuning?



The Pretraining / Finetuning Paradigm

Pretraining can improve NLP applications by serving as parameter initialization.



What is instruction?



Wang, Y., Kordi, Y., Mishra, S., Liu, A., Smith, N.A., Khashabi, D. and Hajishirzi, H., 2022. Self-instruct: Aligning language model with self generated 

instructions. arXiv preprint arXiv:2212.10560.

{"id": "seed_task_8", "name": "english_haiku_generation", 

"instruction": "请以下面词语为主题写一首诗", "instances": [{"input": "

夏天", "output": "不但春妍夏亦佳，随缘花草是生涯。\n鹿葱解插纤长
柄，金凤仍开最小花。"}], "is_classification": false}

{"id": "seed_task_38", "name": "synonym_generation", "instruction": 

"给出下面词语的同义词", "instances": [{"input": "惊人地", "output": "

令人惊奇地，令人惊讶地，意外地，难以置信地，不可思议地"}], 

"is_classification": false}

{"id": "seed_task_44", "name": "add_to_the_list", "instruction": "根据
【】内的提示，续写下面的内容", "instances": [{"input": "我认为在夏
天，狗狗可能喜欢吃西瓜、冰冻花生酱、【它们平时吃的食物】", 

"output": "水管里的水、冰块、冷肉"}], "is_classification": false}



What is instruction finetuning?

or called “supervised fine-tuning”



Instruction Finetuning Hypothesis

● Superficial Alignment Hypothesis:

task recognition (mostly knowledge agnostic, e.g., information extraction)

● Knowledge Injection Hypothesis:

task learning (mostly knowledge intensive, e.g., question-answering)

● Flan Hypothesis:

task generalization

Zhou, Chunting, et al. "Lima: Less is more for alignment." arXiv preprint arXiv:2305.11206 (2023).

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).



Superficial Alignment Hypothesis 

[1] Chunting Zhou, Pengfei Liu, Puxin Xu, Srini Iyer, Jiao Sun, Yuning Mao, Xuezhe Ma, Avia Efrat, Ping Yu, Lili Yu, Susan Zhang, Gargi Ghosh, 

Mike Lewis, Luke Zettlemoyer, Omer Levy. LIMA: Less Is More for Alignment. https://arxiv.org/abs/2305.11206

[2] Chen, Hao, et al. "Maybe Only 0.5% Data is Needed: A Preliminary Exploration of Low Training Data Instruction Tuning." arXiv preprint 

arXiv:2305.09246 (2023).

Alignment is to learn the response format or the interaction style ! (Task 

Recognition)

It is enough to use 1030 examples for  Superficial Alignment [1] 

● 1000 examples for instruction following

● 30 examples for conversation

Less is more?



From Task Recognition to Task Learning

Task recognition (TR) captures the extent to which LLMs can recognize a task through demonstrations – even without 

ground-truth labels – and apply their pre-trained priors.

Q: Summarize the following paragraphs…

A: ….

Task learning (TL) is the ability to capture new input-label mappings unseen in pre-training.

Q: Who is Barack Obama?

A: ….

Pan, Jane. What In-Context Learning “Learns” In-Context: Disentangling Task Recognition and Task Learning. Diss. Princeton 

University, 2023.

Few is enough!

More is better!



Task generalization: FLAN-T5

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).

More diverse, the better   



Tips of instruction finetuning



Shortcut: Distillation from Top LLMs (e.g. ChatGPT/GPT-4)

Instructions

/Question

Learn from ChatGPT



Tip 1: Self-instuct for data augmention



Self-instuct



Tip 2: training on output only



Tip 3: use complex instructions

Which better improves you when you were at an age of 15?

B. Complex exercisesA. Simple exercises



WizardLM: Empowering Large Language Models to Follow Complex Instructions 

Xu, C., Sun, Q., Zheng, K., Geng, X., Zhao, P., Feng, J., Tao, C. and Jiang, D., 2023. Wizardlm: Empowering large language models to follow complex 

instructions. arXiv preprint arXiv:2304.12244.



Instruction tuning in multi-turn

（Conversation）



An important Human-ChatGPT conversation data



Why ShareGPT is great ?

● User questions/instructions are real!

● Users share it because they like the responses from 

ChatGPT, it implicitly annotate the data as positive!

However, ShareGPT is not able to be downloaded since April;

we have limited ShareGPT data, which is not scalable.



Our solution: PlatoLM

Chuyi Kong and Yaxin Fan and Xiang Wan and Feng Jiang and Benyou Wang. PlatoLM: Teaching LLMs via a Socratic Questioning User Simulator. 

ArXiv 2308.11534



Why it is called “PlatoLM”

Socratic question: teach someone by repeatedly asking 



It ranks second in Alpaca-Eval

https://tatsu-lab.github.io/alpaca_eval/



Limitations of Instruction Finetuning

● Expensive to collect groundtruth data for so many tasks.

● Tasks like open-ended creative generation have no standard answers.

○ Write a story about a dog and her pet grasshopper.

Can we explicitly attempt to satisfy human preferences?

● Language modeling penalizes all token-level 

mistakes equally, but some errors are worse than 

others.

● Mismatch between LM objective and human 

preferences



How to prepare the response in Instruction tuning

● Human written (Dolly)
○ It is rich in knowledge but it is not good for learning in LLMs

■ Formats are usually diverse,

■ It might skip some easy but important steps (humans have commonsense), it encourages 

hallucinations. 

● Distilled from powerful models (ChatGPT/DeepSeek)
○ Model collapse (Humans are diverse but LLMs might not)

○ It cannot outperforms its teacher~

● Combine human and LLMs! (HuatuoGPT series)
○ Rewrite human output using LLMs

○ Inject domain knowledge in LLM output

○ ….



Incentivizing it, do not teach

● Imitation learning (SFT) The given Reponses might introduce biases since we like data-driven learning 

than human prior in LLMs and DL.

● Incentivizing via the final rewards (rule-based reward)
○ See AlphaGo Zero and Deepseek R1 Zero; 

○ Learning from human records might not outperform humans; 

○ Learning from output verification might emerge some new patterns.

Next lecture, we will discuss RL that learns from rewards

DeepSeek R1 zero just skip SFT, it directly do DL over base models.



More insights on STF 

and Pre-training



Pretraining and SFT

Pretraining

Data: plain corpora without structures

Calculated loss on: learning from every tokens

Usually it is not task-specific, and data scale is large

SFT

Data: instruction, input, output

Calculated loss on: On learning from output, but conditioned on instruction, input

Usually it is not task-specific, and data scale is large



Why backtranslation？

Transform pre-training to supervised finetuning 

More high-level relations



Model Evaluation



Example benchmark: MMLU

Massive Multitask Language Understanding (MMLU)

New benchmarks for measuring LM performance on 57 

diverse knowledge intensive tasks

Hendrycks, Dan, et al. "Measuring massive multitask language understanding." arXiv preprint arXiv:2009.03300 (2020).



Example benchmark: BigBench

BIG-Bench

200+ tasks, spanning:

Srivastava, Aarohi, et al. "Beyond the imitation game: Quantifying and extrapolating the capabilities of language models." arXiv preprint 

arXiv:2206.04615 (2022).



Example benchmark: MT-Bench

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin, Zhuohan Li, Dacheng Li, Eric. P Xing, Hao Zhang, Joseph 

E. Gonzalez, Ion Stoica. Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena.  https://arxiv.org/abs/2306.05685



Example benchmark: Tool-Bench

Yujia Qin and Shengding Hu and Yankai Lin and Weize Chen and Ning Ding and Ganqu Cui and Zheni Zeng and Yufei Huang and Chaojun Xiao and Chi Han and Yi Ren Fung and Yusheng Su and Huadong Wang and Cheng Qian 

and Runchu Tian and Kunlun Zhu and Shihao Liang and Xingyu Shen and Bokai Xu and Zhen Zhang and Yining Ye and Bowen Li and Ziwei Tang and Jing Yi and Yuzhang Zhu and Zhenning Dai and Lan Yan and Xin Cong and 

Yaxi Lu and Weilin Zhao and Yuxiang Huang and Junxi Yan and Xu Han and Xian Sun and Dahai Li and Jason Phang and Cheng Yang and Tongshuang Wu and Heng Ji and Zhiyuan Liu and Maosong Sun. Tool Learning with 

Foundation Models. 2304.08354



High-level taxonomy



Benchmark with references

1. Has a clear anchor:  
a. Qualification Exams， it is qualified to obtain 0.6 accuracy 

b. IQ testing， which age of humans is its intelligence equivalatent to?

2. It is easy to extract the answer and evalidate the answers
a. coding

b. mathematical reasoning

c. multi-choice questions

3. Tasks themselves should be challenging 
a. knowledge intensive tasks

b. reasoning tasks

c. tool using and planing 



Benchmark without references

1. GPT4 or other LLMs as the judge, which is scalable

2. Human evaluation, which is reliable

3. Testing the agreement between LLMs and human

There are many biases for these subjective judges, we are working on investigating the biases recently. 

Contact our RAs Guiming Chen or Shunian Chen if interested.



Judgement biases in LLMs/LLMs

Guiming Hardy Chen, Shunian Chen, Ziche Liu, Feng Jiang, Benyou Wang.  Humans or llms as the judge? a study on judgement biases. EMNLP 

2024.  https://arxiv.org/abs/2402.10669



LLM + per-sample criteria 

Wentao Ge , Shunian Chen , Guiming Hardy Chen , Junying Chen, Zhihong Chen , Nuo Chen, Wenya Xie, Shuo Yan, Chenghao Zhu, Ziyue Lin, Dingjie Song, Xidong Wang, Anningzhe Gao, 

Zhiyi Zhang, Jianquan Li, Xiang Wan, Benyou Wang. MLLM-Bench: Evaluating Multimodal LLMs with Per-sample Criteria. https://arxiv.org/pdf/2311.13951



Benchmark to be explored

● Challenging benchmarks
○ AI Mathematical Olympiad

○ Challenging Science questions

● Real-world applications
○ Diagnosis

○ Financial applications

● Agents/tools/embodied AI

● In edge devices~


